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sorts of attacks. The issue of evidence retrieval from the compromised
endpoint is resolved by utilizing a third-party log server. We utilized
the logs from the Security Onion forensic server to ascertain the type
and impact of the attack. This framework is capable of autonomously
identifying assaults through the application of several machine learning
methods.

1 Introduction

The Internet of Things (IoT) is a network of interconnected devices that utilize shared resources
to securely transmit and receive data when an internet connection is available. Regarding straight-
through processes, the IoT surpasses traditional networks due to its scalable features and broader
perspective. The Internet of Things (IoT) has enhanced human living standards through widespread
application, leading to the creation of various inventions, including intelligent buildings, smart grid
stations, wearable devices, smart appliances, and home automation systems.

It is a well-established fact that IoT devices are continuously improving at an exponential rate.
Nonetheless, security continues to pose a difficulty overall. The producers are allocating increased time
and resources towards enhancement of the development of functionalities and the introduction of new
features to attract a client base, rather than prioritizing investment in security concerns. The absence
of security attention has led to several cyberattacks [I]. Other primary reasons of vulnerabilities in
IoT devices include inadequate quality assurance testing, haste in product delivery, and insufficient
legislative measures [2].

The figure presents statistics for a single country (USA) on a weekly basis over the past five years
[15]. According to a research by Symantec in May 2018, IoT attacks surged by 600% from 2016 to
the end of 2017. The primary challenges in today’s business landscape are customer privacy and
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the Internet of Things (IoT) [3| 4]. Broaden attack surface, Regulatory oversight, Internet of Things
Business process vulnerabilities, data ownership issues, and vulnerabilities. The integration of these
susceptible devices into the IoT system’s network amplifies the attacker’s threat landscape. Kaspersky’s
analysis indicates that 1.5 billion such attacks occurred in the first half of 2021. HP has estimated that
up to 70 percent of IoT devices are vulnerable and susceptible to breaches [5]. The resource-constrained
nature of IoT devices presents a problem for security analysts in tracking various attack recordings
during forensic analysis, compounded by the significant limitation of inadequate evidence acquisition
[6]. A framework must be built to detect and store evidence of such attacks. To implement more
effective and enhanced forensic methodologies, specialized methods and technologies are necessary to
fortify and safeguard the IoT environment as shown in Figure
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Figure 1: Designed framework.

We propose a forensic analysis system for IoT devices that automatically generates logs and issues
alarms upon detecting threats. Forensic analysis is closely related to SIM, as it involves the comprehen-
sive study of a crime after its occurrence to ascertain the causes, including the offender, motives, and
intricate consequences of the security incident [7]. Forensic analysis is fundamentally distinct from net-
work auditing; the former involves post-incident examination of security breaches to document actions
taken and the timing of the violation, whilst the latter entails a proactive assessment of vulnerabilities
inside a given network [§].

The suggested architecture addresses the limitation of data acquisition by utilizing a third-party
server for logging purposes [9]. The data packets from IoT nodes are redirected to the specified
machine, which stores files and produces alarms for malicious activity to be examined during forensic
investigation. The history of these logs is retrieved from a designated forensic server and analyzed to
obtain information regarding the perpetrators and the attacks. The machine learning technology is
employed to autonomously identify assaults by supplying a dataset of logs.

The four fundamental processes of forensic analysis are data capture, assessment, analysis, docu-
mentation, and report preparation [I0]. The primary issue encountered during data acquisition was
the insufficient processing capability of the IoT devices [II]. We implemented a logging server in our
suggested framework that employed Snort to identify assaults, maintain a record of malicious activity
logs, and generate alerts. During the evaluation step, an examination of the acquired data is conducted
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to extract pertinent information [I3].

This suggested framework integrates forensic tools and machine learning methods. It also aids in
establishing rules to identify attacks. The new regulations can then be incorporated into the proposed
framework, facilitating the machine learning system’s automatic detection of assaults. This subse-
quently produces multiple reports detailing the attack type and frequency, along with recommended
measures for future reference. This offers a comprehensive overview of the assaults perpetrated by the
assailants. We have employed various forensic tools and machine learning methods for the suggested
system [I4]. as shown in Figure [2 The research on identifying hostile activity in network traffic typ-
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Figure 2: Proposed topology.

ically confounds investigators due to ignorance of traffic characteristics when training the suggested
model. The identified research gap has prompted the authors to develop a forensic framework, which
was evaluated against essential performance metrics [15]. A key feature of this architecture is its abil-
ity to compute, evaluate, and analyze extensive data sets without compromising the performance or
quality of IoT devices. Any loT-enabled company can utilize this technology to produce a dataset of
IoT assaults, facilitating the observation and analysis of malicious activity. This framework maintains
a record of cybercrimes, and the documented material can serve as evidence against the culprit in legal
proceedings. Finally, security analysts can employ this integration of machine learning and forensic
technologies to develop efficient systems for the detection of IoT intrusions [16].

This paper is structured as follows. Section II comprises a literature review that provides an
overview of diverse attack vectors targeting loT systems, forensic methodologies at both device and
network levels, and intrusion detection technologies applicable to IoT. Section III delineates the ap-
proach via which our system attains optimal results. Section IV delineates the outcomes attained from
the application of both forensics and machine learning models, demonstrating that their combined
implementation yielded the anticipated results. Section V encompassed the conclusion of this research
article and addressed prospective work pertaining to this subject.

2 Literature Review

Nisioti et al. evaluated the efficacy of current Intrusion Detection Systems against contemporary
network threats. The study presented a classification of Intrusion Detection Systems based on Im-
plementation, Architecture, and Detection methods. The significance of feature selection in training
the core model for an IDS was underscored [I7], [I8]. This study concluded that an ideal selection for
the core model may incorporate a combination of supervised and unsupervised models. Clustering
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techniques that accommodate irregularly-shaped groups are superior to those designed for circular
formations [19, 20]. The researchers asserted that Intrusion Detection Systems must evolve to incor-
porate correlation and attribution mechanisms to facilitate the forensic procedure. Ultimately, they
suggested that IDS incorporate three more categories of traffic: data exfiltration, command and control
communication, and ransomware, to enhance its efficacy in identifying malicious operations [21], 22].
Moreover, honeynet solutions are undervalued by researchers as ineffectual, despite their capability to
obtain bot binaries and valuable insights on botnet communication patterns [23], 24].

Traditional forensic systems are deemed ineffective due to constrained hardware resources, rendering
them obsolete as we go into the era of digital transformation. As hardware and software evolve,
attackers are employing sophisticated techniques to compromise digital systems, vital infrastructure,
and servers. Consequently, the forensic methodologies exhibit inefficiency due to the interconnectivity
of all devices, resulting in a very limited volume of evidence. There is a necessity to allocate time to
the development of advanced, efficient, and automated forensic analysis methods or techniques [25].

Another author [26] examines various virus observation techniques, highlighting their merits and
potential misuses. Attitude-based observation involves the use of many technologies to assess the
behavior of malware systems. Specific elements are acquired and addressed utilizing machine learn-
ing methodologies. Heuristic-based observations encompass human experience and diverse machine
learning methodologies, enabling the detection of zero-day attacks; yet, they are incapable of tracing
contemporary complicated malware. Model examination relies on procedures that involve analyzing
behaviors and aggregating files exhibiting similar patterns, which can be classified as malware.

Artificial intelligence can be employed for malware detection through deep learning techniques
[27], [28], [29]. These rely on multiple processes, including aspect extraction and neural network layer
identification, with findings analyzed to detect malware. Cloud-based identification encompasses the
transmission and storage of files in the cloud, with malware detection reliant on behavioral analysis
and saved signatures. Mobile device identification techniques are employed in malware detection,
particularly for diverse Android smartphones, which utilize several aspects to provide input to machine
learning. IoT nodes are more susceptible to assaults since adequate security mechanisms are not
developed due to the resource limitations of the devices.

3 Methodology

The suggested framework for conducting forensic investigation of attacked IoT nodes comprises four
modules. The designed framework facilitates interconnection across all components of the IoT nodes.
The IoT node is capable of bi-directional communication with all other components via the IoT hub
and gateway.

The initial module involves traffic production for the attack, utilizing the Kali Linux operating
system along with various exploitation tools to execute an attack on the IoT nodes for experimental
purposes, hence producing the attacker’s traffic. Authors have concentrated on the examination phase
of large data, despite the fact that the distributed environment can also facilitate other phases. An
illustration of massive data preservation with snapshots is provided by [30].

Conversely, a more adaptable paradigm is the Device-to-Cloud model, wherein devices link directly
to a Cloud service provider for data storage or instruction reception. This paradigm enables the end-
user to access their device via a web interface or smartphone application, allowing them to examine
reports from data collection or modify the device’s state [30]. This facilitates data aggregation and
provides the user with the flexibility to transfer their data between cloud providers.

For experiments, we utilized several devices, including Raspberry Pi as the IoT endpoint [31], Snort
for logging server [32, 33]. The attacker’s communication is initially sent towards the IoT device, with
received traffic then routed to the logging server. In this server, Snort rules identify malicious traffic
and generate logs, which are subsequently turned into datasets and processed through machine learning
using the Security Onion server. The final results were produced by the integration of machine learning
and forensic onion server analysis as shown in Figure
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Figure 3: Training ML Model.

3.1 Traffic Generation for Attack

Network assaults, including ICMP Flood, TCP Synchronization Attack, and UDP Attack, represent
some of the most critical challenges confronting contemporary web users. They are not only harmful
to novice Internet users, but they also adversely affect huge organizations with extensive network
workforces. It is categorized into two kinds of various network assaults: application-level attacks and
network-level attacks. Network packet header information is typically examined to identify network-
level attacks and ascertain if packets exhibit indicators of an attack.

3.2 Traffic Rerouting and Log/Alert Generation

We have developed a digital forensic framework for cloud crime investigation, consisting of five distinct
phases. All phases encompassed by this framework operate analogously to established frameworks, with
the exception of the third phase [34]. This phase, characterized by investigation and partial analysis,
will be pivotal in the evaluation and interpretation of data generated by the cloud environment. After
identifying the various phases required for cloud criminal investigation, we developed a generic control
flow process for conducting digital forensics in the cloud. [35].

3.3 Forensic Server

The Security Onion virtual machine comprises two network interfaces; one facilitates server function-
ality, while the other is employed for packet sniffing to identify malicious activity. This entire system
for keeping logs at the logging server resolves the issue of evidence acquisition. Security Onion in-
corporates a forensic server within our proposed framework, featuring an array of integrated tools,
including Sguil, a log analysis application that serves as a graphical user interface for Snort. To obtain
information regarding the attacks, we recreate the logs, having previously recorded them using the
Snort IDS. Subsequent to the training of this machine learning model on the training dataset, it is
evaluated using both the training and real-world data as shown in Figure [4

Ultimately, data is categorized and tagged according to its nature to identify legitimate and harmful
behavior, as illustrated in Table
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Figure 4: Accuracy comparison.

Table 1: Machine Learning Data Annotation

Category Classification Identifiers
Authentic Standard 0
Malevolent DDoS SYN Flood 1
Malevolent Brute Force 2
Malevolent | Man-in-the-Middle ARP Spoofing 3
Malevolent Port Scan 4

Data preparation primarily aims to enhance the performance of predictive machine learning models.
Extraneous fields that do not aid in classification have been eliminated from the dataset, and the
numerical features have been normalized to a range between zero and one. Fields formerly utilized for
data labeling must be eliminated, as this will compromise the data’s integrity and degrade performance.

Dataset Division: The machine learning model is trained using the training set, while the test
set is employed to evaluate the correctness of the learned model. The ratio for splitting is 7:3, for
training and testing, respectively.

The training of the machine learning model involves utilizing inputs derived from previously ex-
tracted features. Diverse techniques are employed to execute machine learning approaches, including
optimal installation. The efficacy of machine learning predominantly relies on pre-trained data collected
using diverse methodologies. The operation of machine learning relies on many steps: (1) initially pro-
viding raw data to extract the necessary features, and (2) thereafter forwarding these characteristics to
a trained model for label predictions, as previously conducted with our data. Consequently, an attack
that transpires can be readily identified from these anticipated labels.

Our primary focus is to enhance node-to-node interaction based on the IoT device. The protocol of
our concept assigns specialized IP addresses to IoT devices, while the other machines operate within a
constrained architecture. The objective of creating a domain that emphasizes forensic analysis based
on IoT architecture leveraging node-to-node connectivity. In this context, many assaults are executed
on IoT devices [37], [38], [39]. A pre-trained dataset is employed to assess this proposed solution for
machine learning. The discovery of attack enhancement is more successful and timely when utilizing the
combined functionality of machine learning and forensic models. Following the implantation of these
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measures, a comprehensive ledger is created detailing the attacks, their frequency, and recommended
actions for implementation. The report enables us to delineate the entire attack script and facilitates
communication with the perpetrators. as shown in Figure [5
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Figure 5: Architecture of forensic.

3.4 Forensic Server Analysis

For the forensic analysis, we utilized Security Onion, a Linux-based operating system. This operating
system has security tools designed for log management, intrusion detection system features, and mon-
itoring capabilities. Log interpreter tools facilitated the visualization of log files. Even when delving
far into the logs, these tools assist us in analyzing the various sorts of attacks by separating them
through a color system. Squert is utilized for analyzing DDoS attack logs, quantitatively indicating
the frequency of SSH requests started by the attacker, while also demonstrating that the attacker does
not want to establish a connection, but rather to inundate the endpoint. The generated logs indicate
that the attacker attempted port scanning for open ports, as well as the acquisition of information
regarding the operating system, MAC address, and SSH key.

3.5 Machine Learning Algorithm Performance

Machine learning algorithms are employed for the automated identification of assaults on IoT nodes. To
achieve this objective, we employed multiple machine learning techniques on the dataset derived from
the logs collected by the logging server. Decision Trees have superior performance compared to other
machine learning algorithms, achieving an accuracy of 97.29 percent. The accuracy comparison of the
employed ML model, illustrated in Figure 6, elucidates the design of the forensic and logging server.
The incoming traffic to the IoT device is redirected to the Snort logging server, which is configured
with Snort rules, thereby creating a comprehensive detection engine. Based on established rules, it
classifies traffic as either malicious or regular, generating logs and alarms for malicious traffic, which
are forwarded to the forensic server, resulting in the creation of regenerated log files for examination.

Various types of categorization machine learning models have been employed to differentiate be-
tween legal and malicious packets, achieving an accuracy of 88 percent with the presented models. In
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contrast, our suggested methodology, which combines forensic server logs generated with forensic server
tools as a dataset alongside machine learning algorithms, yields an accuracy of 97.29 percent. These
machine learning algorithms have already attained state-of-the-art outcomes for various problems [40],
[41], [42], [43], [44], [45], [46].

4 Conclusion

Forensic investigation is the meticulous examination of a crime scene conducted to ascertain the under-
lying causes of the offense. Our suggested system efficiently tackles the challenges of limited memory
and storage in IoT devices. The suggested framework functions inside a straight-through process con-
text, enhancing its efficiency and reliability. Network traffic is transmitted to logging servers with
ongoing communication between devices. Regulations are established at the logging server to compare
and subsequently analyze network traffic. The records of malicious traffic are securely stored and can
be accessed through multiple methods at the forensic server. Subsequent reports detailing the sorts
of attacks, their frequency, and recommended actions were produced. This data will facilitate the
tracing of attackers by providing a comprehensive overview of the assault footprints. This article will
broaden its scope by incorporating a high rate of assault along with the division of categories and
sub-classifications. The utilized data set consists of prevalent attacks on IoT devices, rendering it a
constrained collection of data. The attributes of this model can be enhanced through the implemen-
tation of more sophisticated procedures. The dataset of everyday utilized IoT devices can also be
incorporated to enhance the scope of ML-based forensic investigation.
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