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Convolutional Networks volutional structures for visual understanding. We utilized these frame-
works, which demonstrated enhanced efficacy in human behavior detec-
tion, to develop a specific model for anomaly detection in surveillance
footage. The methodology utilized Convolutional Neural Networks for
feature extraction from sequential frame inputs. The study established
a classification system that distinguishes between normal and abnor-
mal actions, facilitating accurate categorization of identified anomalies.
The performance assessment utilizing the UCF50 dataset achieved re-
markable accuracy of around 93%. This performance surpassed other
methods, including ConLSTM, when assessed on the same datasets.

1 Introduction

Understanding human behavioral patterns is crucial in various fields, including health monitoring, fit-
ness tracking, remote observation, wearable technology, transportation management, targeted market-
ing, and security applications. Monitoring daily routines facilitates the estimate of caloric expenditure
and the formulation of tailored food recommendations [I]. Likewise, recognizing fall-risk tendencies in
senior populations might initiate suitable treatments to avert accidents. Traditional machine learning
techniques for behavioral identification rely on manual feature engineering and selection. This method
is resource-intensive, requires specialist knowledge, and may yield features that do not satisfy perfor-
mance standards. Recently, deep learning techniques have proven to be advantageous in minimizing the
need for manual feature engineering. These algorithms independently acquire pertinent information
from data, reducing human intervention and possibly improving performance.

Deep learning architectures, known as deep neural networks, are artificial neural systems with
numerous hidden layers. Research literature categorizes deep learning models into three types: su-
pervised learning, unsupervised learning, and hybrid techniques [2]. Recent years have thoroughly
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examined recurrent neural networks (RNNs) in perceptual applications, yielding varying degrees of
success. Nonetheless, RNNs encounter a considerable constraint referred to as the "vanishing gradi-
ent" problem. This issue arises when transmitting faults across prolonged temporal sequences becomes
progressively challenging. A category of models was developed to tackle this difficulty, integrating
memory-cell-like neural gates [3]. These models facilitate the preservation, modification, or resetting
of state flow by integrating hidden states with nonlinear dynamics. Although these models have shown
competence in numerous tasks, their practical significance was recently underscored in studies focused
on the prolonged training of voice recognition and language translation models. This highlights the
capability of these models to capture long-range connections and attain enhanced performance in
intricate tasks, as illustrated in Figure [I}

Methodology for Identifying Human Activities
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Figure 1: Method for Identifying Human Activity.

This investigation explores the effectiveness of modeling long-term recurring convolutional net-
works for visual time-series data. We propose that these long-term recurrent neural networks can
outperform static or fixed temporal models in visual tasks, particularly when sufficient training data is
available for model development and learning. This study demonstrates that LSTM-based architecture
models provide a novel, end-to-end approach for mapping pixel-level visual data to natural language
descriptions at the sentence level [4]. These models not only improve detection of traditional video
activity problems but also enhance description generation from visual examples, bridging the gap be-
tween traditional graphical models and language understanding. This study implements the design
in three test environments to validate the proposed approach. Initially, we apply it to instructional
video identification systems incorporating complex temporal relationships. By directly integrating vi-
sual convolutional deep LSTM networks, this study observes improvements of approximately 4% on
standard benchmark datasets. This improvement is significant, even though labeled video activity
datasets may not exhibit highly complex temporal dynamics regarding captured actions or activities.
Overall, our study highlights the potential of long-term recurrent convolutional networks in modeling
visual time-series data, showcasing their advantages in various visual tasks and paving the way for
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more advanced applications in the field. One critical challenge in addressing this issue is the scarcity
of video samples, which hampers the ability to effectively employ sophisticated data-driven learning
techniques. Previous attempts to tackle this problem have encountered overfitting issues, necessitating
a reduction in learning parameter size [5]

Significantly larger sample sizes are required for these techniques to generalize and achieve superior
performance on testing data. However, the proposed dataset provides a solution by offering sufficient
data for data-hungry approaches like deep learning techniques to excel. This enables the research
community to advance in 3D human activity research. Our test findings on the proposed dataset
confirm the superiority of data-driven learning methodologies over state-of-the-art handcrafted features.
Utilizing larger datasets enables us to fully exploit data-driven methodologies and advance the limits
of human activity recognition [6]. The principal aim of this research is to investigate and enhance
methodologies for establishing a foundation for action recognition utilizing video data. Although deep
learning has been employed by major corporations to ascertain client preferences and improve product
offers, there is currently no framework or methodology specifically developed for identifying actions in
commercial settings through video data. This work proposes to concentrate on activity recognition to
develop an automated security system that is readily available to individuals in need [7, [§].

The research aims to establish a framework for activity recognition that employs a model proficient
in extracting activity data and assessing habitual behaviors through diverse component properties.
Deep learning methodologies will be deployed for activity recognition using these features, and the
UCF50 dataset will be employed to alleviate the financial strain on human activity recognition sys-
tems and minimize losses resulting from security breaches. The research seeks to provide precise and
automated activity recognition through the development of this framework and the application of deep
learning methodologies. This framework will enhance security systems by offering a more efficient and
effective method for identifying and addressing possible security concerns.

2 Related Work

Everyday usage of smartphones has made them the most indispensable items in our lives, and as tech-
nology advances, they continually enhance their ability to meet customer expectations and demands
[9, [10]. To enhance the capabilities of these devices, designers make hardware modifications by incor-
porating new components and modules. Built-in sensors are ubiquitous in nearly all smartphones as
they are crucial in expanding their functionality and environmental awareness. With the advancements
in the Internet of Things (IoT), the concept of smart environments is gaining significant attention as
it offers a range of benefits, such as healthcare monitoring, assistance with daily tasks, energy man-
agement, and enhanced safety. Smart environments are equipped with multiple sensors and actuators
that enable the monitoring of various parameters like door openings, room lighting levels, temperature,
humidity, and more [11].

Furthermore, they allow users to control devices such as heating systems, blinds, lighting fixtures,
and home appliances. Current research efforts predominantly concentrate on developing methods to
adapt feature representations through learning to focus on relevant areas in human detection [12].
Examples of such approaches include various models and sparse coding approaches, as well as Bag of
Words methods. The progress in deep learning algorithms, the availability of vast amounts of data,
and the computational power of modern computers have significantly contributed to advancing Human
Action Recognition systems. Among these systems, computer vision technologies utilized in surveillance
systems stand out for reducing the need for manual monitoring and enhancing people’s safety, such
as in community security and crime prevention [I3]. This research leverages a deep learning network
incorporating RNN and LSTM architectures to classify various activities based on dynamic video
motion, particularly in sporting events. The findings of this study have implications for performance
evaluation and safety applications.

This study utilizes the LSTM model to effectively capture long-term contextual information in the
temporal domain, leveraging its powerful modeling capabilities. The LSTM model is enriched with a
range of spatial domain variables [I4) [I5]. The researchers drew inspiration from previous studies where
class scores from multiple sources were combined. In this research, class score fusion is applied across
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various LSTM channels that process different types of features. Additionally, score fusion is performed
between CNN and LSTM channels [16]. This fusion technique demonstrates superior performance
compared to combining multiple LSTM channels, thanks to the complementary nature of the CNN
and LSTM models. The proposed approach is evaluated on standard datasets, yielding cutting-edge
results.

3 Materials and Methods

Depending on the specifics of the task at hand and the dataset’s characteristics, preprocessing tech-
niques can vary. It is essential to carefully consider which preprocessing techniques are most appropri-
ate for a particular video classification task. Preprocessing is an important step in video classification
since it improves the classifier’s performance by preparing the data for analysis. For video classification,
common preprocessing techniques are applied [17]. During preprocessing, video files are read from the
dataset. Video frames are scaled to specific dimensions to facilitate computations. Additionally, the
data is normalized to lie between 0 and 1. To accelerate convergence during model training, pixel
values are divided by 255. We scale the frames to 64 x 64 to improve accuracy. To achieve better
results, we increase the frame size to 64 x 64, though this raises computational costs. The sequence
length is provided to the LSTM, specifying how many video frames are given to the model in a par-
ticular sequence. The more sequences there are, the larger the network and the longer it will take to
train [I8]. Convolutional Neural Networks excel in handling image data and image classification tasks,
while LSTM techniques are well-suited for processing sequential data. However, both CNN and LSTM
methods can categorize videos and address challenges like activity recognition [19]. In this study, we
explore various approaches TensorFlow employs to classify videos. Traditionally, video surveillance
systems heavily rely on human analysis. However, this study focuses on developing highly autonomous
systems that can analyze, process, and handle video inputs without human intervention. The system
automatically analyzes, processes, and treats suspected events captured in the video footage. The
study investigates different methods, such as utilizing recovered region data as input to locate and
examine the behavior of objects within the video as shown in Figure

3.1 ConLSTM Architecture

The initial strategy is implemented using a combination of ConLSTM cells. Convolutional processes
are incorporated into LSTM network versions called ConLSTM cells [20]. This LSTM does not work
with 1D data but only 3D data. It is built on complex processes [21I]. Recurrent layers from the Keras
ConLSTM2D framework are used to build the model. The ConLSTM2D layer additionally considers
the kernel’s size and the number of filters required to apply convolutional operations [22]. The dense
layer receives the output from the layers after they have been flattened and utilizes SoftMax activation
to calculate the probability for each action category. Additionally, we employ MaxPooling3D layers to
shrink the size of the frames and eliminate unnecessary computations, dropout layers to prevent the
model from overfitting the data as shown in Figure 3] Layers are added to the ConLSTM2D model
to construct a cell for a particular network. As more filters are used, a network is more capable of
learning. As one progresses deeper into the network, more filters are added, including 2, 4, 8, 14,
and 16. The CNN image’s grid is being expanded with more feature maps. The network has more
features since there are more filters. It gives the network wider scope and allows for more precise
training [23] 24], 25]. We employ a variety of image frames because of the network, so MaxPooling3D
is used. The size is often reduced by half whenever pooling is employed. There are four convolutional
layers added to the network. To reduce the scope of the feature maps and increase the precision of the
predictions, max pooling is added repeatedly with increasing filters.

3.2 Recurrent Convolutional LSTM Network

LSTMs were developed to describe temporal sequences. The method is applied following data prepro-
cessing, which removes unwanted, missing, and null signal values [26]. The LSTM provides a solution
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Feature Extraction Process for Anomaly Detection
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Figure 2: Feature Extraction framework.

by including a memory cell to reliably encode knowledge at each stage. The memory cell is controlled by
an input gate, forget gate, and output gate. The input that is read during categorization is monitored
by these gates [27], as given in Equation [1]

o= F )X, + 0, (1)
’UNk

Since we’re working with video, we focus on many-to-one LSTM networks because we want to transmit

many frames through the network before receiving an action prediction. As discussed, LSTM works
best with data sequences, whereas CNN is excellent for image classification [28]. Although we’ve
discussed various methods for classifying images and identifying actions, none of them could provide
accurate predictions alone as can be calculated using Equations [2]-[7] Convolutional networks extract
frames from videos, and the LSTM network uses this output to perform action recognition as shown
in Figure [4

Tt = S(Zert + Zprhi1 + 2 Vi + br) (2)
my = J(Z:cth + Zymht—1 + Zym Vi + bm) (3)
ng = U(anXt + Zhnhtfl + ZonVi + bn) (4)
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Stacking Classifier Implementation Framework
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Figure 3: Structure for Stacking Classifiers.

Yt = tanh<Z;BcXt + thht—l + ZUC‘/t + bc) (5)
Ci=m©Ci_1+1: Oy (6)
ht =n;© tanh Ct (7)

The convolutional neural network learns spatial information, while the LSTM learns temporal informa-
tion [29]. Another related method combines two independently developed models: a CNN model and
an LSTM model. Using the CNN model, a pre-trained model adaptable to the problem can extract
spatial information from the video’s frames [30]. A robust model is produced because the system ac-
quires spatiotemporal properties during end-to-end training. We work with a TimeDistributed wrapper
layer, which enables us to apply the same layer to each video frame. If the layer’s original input shape
is not the desired form, it allows the layer (around which it is wrapped) to accept shape input (number
of frames, width, height, and channels) as shown in Figure [5l This is especially useful because it allows
feeding the entire video into the model in a single operation [31].

4 Experimental Findings and Analysis

Based on the results, the RCLSTM model appears to have performed exceptionally well for a small
number of classes. As a result, we tested the RCLSTM model on videos at this point. We compare the
results of our experimental work with those from earlier methods applied to the UCF50 to determine
how well our model performs [32]. The UCF50, which contains numerous unusual, illegal, and hostile
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Convolutional LSTM Model Structure
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Figure 4: ConLSTM Model.

behaviors captured on video in public spaces, including streets, stores, and schools, is used in this
research to implement the recommended model. The fact that this dataset was created from actual
events that could happen anywhere at any moment was a deciding factor. These unusual behaviors
can also have serious negative effects on people and society. It is uncommon in our everyday life to use
a handmade dataset in several publications, whether a public dataset or one with specific background
and surroundings. UCF50 is a diverse collection of human behaviors. It consists of fifty action classes,
with videos from each class organized into separate groups that have some shared characteristics. The
realistic UCF50 Action recognition dataset was utilized as given in Table[]] We evaluate the suggested

Table 1: Dataset Specifications

Dataset Characteristics UCF50 Values
Mean Videos per Action Class | 100

Mean Frame Count per Video | 199

Mean Video Frame Height 320

Mean Video Frame Width 240

Mean Frame Count per Video | 240

Mean Frame Rate per Video 26

system’s action recognition performance technique on various example videos as given in Table[2] The
table compares the results of our testing regarding the initial weight and optimizer types and whether
data augmentation was used [I3]. As a result, we expanded our dataset and ran tests using Adam as
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RCLSTM for Human Activity Detection
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Figure 5: ConLSTM Model.

an optimizer. The model’s learning rate is additionally set to 107%. The code terminates when the
loss function converges since continuing would be nonsensical. Likewise, the epochs are set to 20. If
the difference between the loss functions of two succeeding epochs is less than the tolerance value, the
method ends, and the result is absolute correctness [23]. We set this sequence length to 20 during our
tests. We evaluate the accuracy and compare our proposed method with a 3D convolutional network
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Table 2: Experimental Configuration - RCLSTM & ConvLSTM Settings

Configuration Parameters

RCLSTM Values

ConvLSTM Values

Filter Count

Kernel Dimensions
Sequence Duration
Class Count

Image Dimensions
Activation Method
Pooling Type

Recurrent Dropout Rate
Optimization Algorithm
Training Epochs

16,32,64
3x3

20

6

64x64
Relu

2D

0.25
Adam
70

4,8,14,16
3x3

20

6

64x64
Tanh
3D

0.20
Adam
50

[19]. The evaluation of ConvLSTM revealed an increase in computation time as shown in Table [3]
Now, we generated a forecast of human action identification using our proposed RCLSTM model and
comparison with other models. We obtained the findings after using the RCLSTM model. Other
data that do not contain any abnormal occurrences are classified as "Normal," whereas all previously
mentioned unusual event types are combined into one category called "Anomaly." The test classifier
shows the possibility that uncommon events will be successfully identified [16].

Table 3: Performance Assessment of the Proposed RCLSTM Model

Model Architecture Recall Rate | Precision Rate | F1 Measure | Accuracy Rate
MobileNetv2-LSTM 85 74 76 88
MobileNetv2-BD-LSTM | 80 81 75 83
MobileNetv2-Res-LSTM | 89 78 84 91
ConvLSTM 78 73 81 90
VGG19 76 74 87 90
Inceptionv3 80 89 83 89
ResNetb0v2 80 79 76 84
RCLSTM Approach 7 88 83 93

5 Conclusion

In this investigation, we conducted video classification, discussed different approaches, discovered the
significance of temporal aspects of the data to improve video classification accuracy, and applied CNN
and RNN with enhanced LSTM architectures in TensorFlow to identify human activity in videos by
using the temporal and spatial information of the data. We used the OpenCV library to preprocess
videos to create an image collection. Our research indicates that utilizing a deep sequence model to
learn sequential dynamics can outperform previous methods that solely focused on a deep hierarchy of
visual parameters and those that employed a static visual representation of the input while only learning
the dynamics of the output sequence. Advanced sequence modeling techniques, such as RCLSTM, are
becoming increasingly essential for vision systems addressing problems with sequential structures as the
field of computer vision evolves beyond static input and prediction tasks. These methods seamlessly
integrate into existing optical identification systems and necessitate no human feature development or
input preprocessing, making them a potential alternative for perceptual situations requiring dynamic
visual input or sequential outputs. We will resolve these constraints in the future and utilize various
databases to identify activities involving multiple individuals. Even though it requires some effort, we
will continue to use it in the future with a variety of setups and characteristics.
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