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Abstract

Breast cancer is a prevalent form of malignancy, particularly among
women. Estimates indicate that one in nine women receives a diagnosis
of breast cancer. The insufficiency of adequate facilities is causing de-
lays in breast cancer diagnosis, hence elevating the prospective mortality
rate. A variety of statistical techniques and machine learning algorithms
are frequently utilized in research to enhance the accuracy of breast can-
cer detection. Machine learning (ML) has yielded significant outcomes
for physicians, and the healthcare sector is employing ML-based mod-
els for the detection of breast cancer in women. This facilitates the
analysis of healthcare data and employs conventional computer-aided
detection (CAD) to evaluate breast cancer. Machine learning has been
integrated into clinical practice, enabling physicians to assess the ML
model for early breast cancer detection. This research utilizes various
machine learning methods to categorize cancer as malignant or benign.
MLP signifies a more efficient and accurate methodology for breast can-
cer categorization. The Matthews correlation coefficient for the MLP is
0.89%, whereas the accuracy score for the random forest is 0.94%.

1 Introduction

The 2018 survey indicates that the prevalence of breast cancer among 2.4 million women can be
inferred from the statistic that one in four women is afflicted by cancer [1], [2]. Breast cancer incidence
is lower in Asian countries compared to Western countries. However, the incidence of breast cancer has
risen in Asian countries over time as well [2]. The advancement of clinical innovations enables health
professionals to promote more effective medical prevention systems. E-medical services frameworks are
beneficial in numerous therapeutic domains. The applications of biological images in computer vision
are expanding because to their significance in providing radiologists with critical data for enhanced
treatment of problems. Unique clinical imaging modalities, including High-Frequency Electromagnetic
Radiation (X-ray), MRIs, Ultrasound, and computed tomography (CT) scans, influence the diagnostic
and therapeutic processes for patients. The proliferation of malignant cell clusters within or next to the
brain leads to the formation of a brain tumor. The abrupt demise of cancerous cells in the brain affects
the patient’s health. The analysis, diagnosis, and treatment of cerebral pictures with modern medical
imaging techniques are essential areas of research for physicians, radiologists, and clinical specialists.

Recent estimates indicate that one in nine women in Pakistan is afflicted by cancer, as shown in the
patient registration methods. Pakistan ranks #1 among Asian countries for the increasing incidence of
cancer in women with advancing age. The absence of adequate facilities is regrettably causing delays
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in breast cancer diagnoses, resulting in a heightened potential mortality rate [3]. Employing a scientific
approach to breast cancer initially could substantially enhance the survival rate of Pakistani women
[4]. In Pakistan, there exists no repository or database pertaining to any disease, including breast
cancer; data is solely sourced from hospitals, who provide information on the number of new cancer
patients and their yearly mortality rate [6, 1].

The incidence of breast cancer among women in Western countries has risen among those aged
50 and older. Younger women in developing countries have a 47% higher incidence of breast cancer
compared to older women. Breast cancer is typically observed in women aged 40 to 60 within the
Asian demographic. Breast cancer patients in Asian nations, including India, Korea, and Japan, are
often aged between 40 to 49 or 50 to 55 years [7].

Breast cancer is a disease originating from uncontrolled cell proliferation in breast tissue. It mani-
fests anyplace in the body because to the proliferation of our cells. It impedes the body’s functionality.
It primarily originates from a tumor or tumor proliferation. Occasionally, a mass referred to as a tumor
is present, although not all such masses are malignant. A biopsy is the procedure in which a portion of
the mass is excised to determine the presence of malignancy. Non-cancerous lumps are referred to be
benign. Masses that disseminate cancer perilously across the body are termed malignant [8]. A range
of imaging modalities and methods were employed for the management and prognosis of a brain tumor
[3]. In image processing techniques, segmentation is a crucial phase that facilitates the elimination of
aberrant brain regions from MRIs. Tumor area segmentation is a critical process for predicting, man-
aging, and evaluating therapy outcomes in cancer. MRI encompasses many sequence techniques for
segmentation, including TI, T1c, T2-weighted, and FLAIR methods. MRIs possess distinct properties,
including image textures, local histograms, and structure tensor eigenvalues utilized in segmentation.

1.1 Risk Factors

A significant number of women get breast cancer due to unidentified risk factors. Aside from being
a woman, this constitutes a significant risk factor for developing cancer. A prior biopsy elevates your
risk of breast cancer. An increased age correlates with a higher likelihood of developing breast cancer.
Breast cancer is predominantly observed in younger individuals if there is a familial history involving
a sister, mother, or daughter diagnosed with the disease [11].

Additional risk factors for breast cancer include increased alcohol consumption, tobacco use, and
the use of various medicines [12]. Women diagnosed with colon, ovarian, or endometrial cancer exhibit
an elevated risk of developing breast cancer. Upon the onset of your symptoms, consult a qualified
physician or confide in a trusted friend or family member.

1.2 Cancer Survivors

A cancer survivor is a someone who continues to live after a cancer diagnosis. Each cancer survivor
possesses unique characteristics, concerns, and obstacles [13]. Over the past 55 years, there has been a
rising ratio of cancer patients. A 1971 survey indicated that 3 million individuals have cancer. Today,
that figure has increased from 3 million to 15.5 million [14]. Approximately 67% of individuals survive
each year. Seventeen percent of all cancer survivors were diagnosed two decades ago. Forty-seven
percent of survivors are aged 70 or older [15].

1.3 Machine Learning in Healthcare

A process that extracts valuable information from extensive datasets, utilizing functions and data
mining techniques, aids in identifying various diseases [16]. Statistics, databases, fuzzy sets, neural
networks, and data warehouses contribute to the diagnosis of different types of cancer, such as lung
cancer, leukemia, and prostate cancer [17]. The identification of conventional cancer methodologies
relies on "the gold standard." Data mining involves three types of tests: pathology tests, clinical
examinations, and radiological imaging [18].

The primary three stages of machine learning to be applied to available datasets are data prepara-
tion, feature selection or extraction, and classification [19]. A significant method that aids in predicting
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cancer signs is known as feature extraction. It elucidates cancer by assessing patient data and catego-
rizing tumors as benign or malignant [20].

2 Literature Review

In recent years, deep learning frameworks, methodologies, and algorithms have demonstrated a signif-
icant advancement in the intelligent extrapolation of subtypes and breast cancer forecasts.

The researchers employed the dataset designated as TCGA-BRCA as a mockup set for the sub-
type. It also examined and forecasted the molecular mechanisms underlying breast cancer [31]. They
constructed a hybrid deep learning model and projected multimodal data. They integrated the genetic
modality data of patients with the modality data that included photos.

Diverse designs have been proposed for brain tumor segmentation, which seeks to improve the
system’s accuracy. The tumor segmentation challenge can be accomplished by judiciously identifying
both individual pixels and dense pixel clusters. This section will address the novel methodologies
employed by researchers for brain tumor segmentation tasks. The authors in [31] employed a WRN
that autonomously segments glioblastoma to eliminate characteristics from multi-modal brain tumor
samples. Subsequently, the WRN functions yield a global representation at various levels through
PPNet to adjust the recovery unit, wherein the original inputs are reintroduced into the network. The
method generates pixel-level predictions that match the dimensions of the original inputs; however, it
is constrained by issues such as overfitting and feature loss identified in the WRN Module. Increasing
the number of layers exacerbates these problems, leading to a setting of 4 in the paper, although
this does not consistently yield improved results for every image at that level. In [31], the authors
suggested a contemporary cascaded U-Net for brain tumor segmentation, wherein the overall tumor
is initially segmented, followed by the segmentation of the inner tumor parts. To establish unique
frameworks for breast corpus classification, they implemented a structure composed of convolutional
neurons featuring two convolutional layers [32]. Within their CNN framework, they demonstrated an
increase from seventy-nine percent to eighty-six percent in testing compared to the outdated radionics
frameworks.

In standard clinical practice, the deep learning model for evaluating mammographic breast density
was presented to the radiologist during mammography interpretation [33]. The percentage of mam-
mograms classified as dense by all radiologists diminished from 47.0 percent prior to the introduction
of the deep learning model to 41.0 percent subsequent to its adoption.

This research presents a novel methodology that employs deep learning inside an ensemble frame-
work, incorporating multiple distinct machine learning models [34]. They provided five distinct cate-
gorization models utilizing informative gene data obtained by differential organic phenomenon analysis
[31], [35].

3 Materials and Methods

This article predicts breast cancer via various machine learning techniques. The dataset utilized for
breast cancer prediction is sourced from Kaggle [38], where it is publicly accessible for research purposes.
The collection comprises 569 instances and 6 characteristics.

Table 1: Characteristics of the Dataset

Characteristics Explanation Scope

Diagnosis Diagnosis of breast cells (1 = Malignant, 0 = Benign) Zero to one
Average Perimeter Average dimensions of the core neoplasm Zero to one
Average Area - Zero to one
Mean Smoothness Average of local variation in radius length Zero to one

Data pre-processing is a crucial phase prior to categorization. Data pre-processing encompasses
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data cleaning, dimensionality reduction, transformation, normalization, and processing. Our data
cleaning method involves imputing any missing values with the mean of the respective attributes.
We utilize the Pearson correlation coefficient for feature selection in cancer cell detection as shown in
Figure 1 [39], [40].

Figure 1: Proposed Methodology

3.1 Modeling Technique

This study employs six distinct categorization models: Decision Tree (DT), Logistic Regression (LR),
Random Forest (RF), K-Nearest Neighbor (KNN), Support Vector Machine (SVM), and Multi-Layer
Perceptron (MLP). The primary objective of employing these models is to yield optimal outcomes
for cancer prediction. The confusion matrix employed to evaluate these performance metrics includes
True Positive (TP), False Positive (FP), True Negative (TN), and False Negative (FN). Utilizing
Data Augmentation techniques to enhance the volume of picture training data by generating modified
images from the original dataset. This strategy introduces changes in the images, enhancing the
model’s capacity to learn and generalize from previously unseen data more effectively [21]. The model
is consequently generalized by including fluctuations in the training dataset, thereby reducing its
susceptibility to overfitting. Various data augmentation techniques are employed, including horizontal
flipping, a height shift of 5%, a rotation of 20%, a width shift of 5%, a shear of 5%, a zoom of 5%, and
a fill mode configured to closest. This study use specific factors and formulae to assess performance.
Accuracy (Acc) is the ratio of correctly classified instances (true positives and true negatives) to the
total number of cases:

4 Experimental Results

This section discusses data analysis, data description, and data preprocessing. We have employed
machine learning algorithms (ML) for the categorization of breast cancer as either malignant or benign.
The fundamental processes of machine learning include dataset exploration, data preprocessing and
cleaning, followed by partitioning the data and applying the model as shown in Figure 2.
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Figure 2: Process of Proposed Model

4.1 Classification Results

4.1.1 Random Forest

Initially, the Random Forest model was employed. Random forest is an ensemble classifier that use
decision tree techniques [47]. The Matthews correlation coefficient for the random forest model is 0.80,
and the accuracy score is 0.90.

4.1.2 Logistic Regression

A logistic regression model was employed. Despite its name suggesting a focus on regression, this
method is really employed for classification purposes [46]. The Matthews correlation coefficient for
logistic regression is 0.87%, while the accuracy score for random forest is 0.93%.

4.1.3 K-Nearest Neighbors (KNN)

The KNN model was employed thirdly. This algorithm is crucial for classification and regression,
commonly employed in data mining. KNN is effective for small datasets, which contributes to its ease
of implementation [49]. The Matthews correlation coefficient for KNN is 0.87%, while the accuracy
score for the random forest is 0.93%.

4.1.4 Decision Tree

A decision tree model was employed. Decision trees [42] are utilized in two distinct data mining tech-
niques: categorization and prediction. It serves to visually delineate rules that are easily interpretable
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and comprehensible [43]. The Matthews correlation coefficient for the decision tree is 0.75%, whereas
the accuracy score for the random forest is 0.87%.

4.1.5 Multi-Layer Perceptron (MLP)

The MLP model was utilized lastly. The Matthews correlation coefficient for the MLP is 0.89%,
whereas the accuracy score for the random forest is 0.94% as givein in Table 2.

Table 2: Classification Report for Multi-Layer Perceptron

Precision Recall F1-score Support

0 0.94 0.94 0.94 48
1 0.95 0.95 0.95 66
micro avg 0.95 0.95 0.95 114
macro avg 0.95 0.95 0.95 114
weighted avg 0.95 0.95 0.95 114

In a decision tree, the accuracy is 0.87%, whereas the MLP achieves an accuracy of 0.94%. Based
on this accuracy rate, we propose that MLP is optimal for classifying breast tumors as shown in Figure
3.

Figure 3: Best Accuracy Algorithm

5 Conclusions

A multitude of approaches in data mining and machine learning exist for the study of medical data. The
principal objective in data mining and machine learning is the development of an enhanced classifier
for medical science. This research included six algorithms: logistic regression, random forest, K-nearest
neighbors (KNN), support vector machine (SVM), decision tree, and multilayer perceptron (MLP).

The MLP algorithm achieves the maximum accuracy at 0.94%. The decision tree exhibits the lowest
accuracy at 0.83%. The primary objective of employing machine learning algorithms is to facilitate
tumor detection, whereas in the realm of medical science, the equivalent processes require more time
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and financial resources. Machine learning approaches function as a clinical helper for novice doctors and
physicians in diagnosing breast cancer. MLP has demonstrated superiority over all other approaches
in predicting breast cancer. The further application of MLP may yield significant advantages in cancer
prediction. This research concludes that machine learning approaches can automatically and more
accurately detect diseases.
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